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Abstract: We briefly survey the basic concepts and results concerning the computational power of neural net-
works which basically depends on the information content of weight parameters. In particular, recurrent neural
networks with integer, rational, and arbitrary real weights are classified within the Chomsky and finer complexity
hierarchies. Then we refine the analysis between integer and rational weights by investigating an intermediate
model of integer-weight neural networks with an extra analog rational-weight neuron (1ANN). We show a rep-
resentation theorem which characterizes the classification problems solvable by 1ANNs, by using so-called cut
languages. Our analysis reveals an interesting link to an active research field on non-standard positional numeral
systems with non-integer bases. Within this framework, we introduce a new concept of quasi-periodic numbers
which is used to classify the computational power of 1ANNs within the Chomsky hierarchy.
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1 The Neural Network Model

(Artificial) neural networks (NNs) are biologically inspired computational devices that are alternative to con-
ventional computers, especially in the area of machine learning, with a plethora of successful commercial ap-
plications in artificial intelligence [11, 13]. In order to analyze the computability and complexity aspects of
practical neurocomputing systems, idealized formal models of NNs are introduced which abstract away from
implementation issues, e.g. analog numerical parameters are assumed to be true real numbers. The limits and
potential of particular NNs for general-purpose computation have been studied by classifying them within the
Chomsky hierarchy (e.g. finite or pushdown automata, Turing machines) and/or more refined complexity classes
(e.g. polynomial time) [38]. Moreover, NNs may serve as reference models for analyzing alternative computa-
tional resources (other than time or memory space) such as analog state [30], continuous time [37], energy [34],
temporal coding [21], etc.

We first specify a common formal model of recurrent NNs which is used in this paper. The network consists
of s computational units called neurons, indexed as V = {1, . . . , s}, which are connected into a directed graph
representing an architecture of N . Each edge (i, j) leading from neuron i to j is labeled with a real weight
w(i, j) = wji ∈ R and each unit j ∈ V is associated with a real bias w(0, j) = wj0 ∈ R which can be viewed as
the weight from an additional formal neuron 0. The absence of a connection within the architecture corresponds
to a zero weight between the respective neurons, and vice versa. The computational dynamics of N determines

for each unit j ∈ V its real state (output) y
(t)
j ∈ [0, 1] at discrete time instants t = 0, 1, 2, . . ., which establishes

the global network state y(t) = (y
(t)
1 , . . . , y

(t)
s ) ∈ [0, 1]s at each discrete time instant t ≥ 0.

At the beginning of a computation, the neural network N is placed in an initial state y(0) which may also
include an external input. At discrete time instant t ≥ 0, an excitation of each neuron j ∈ V is evaluated as

ξ
(t)
j =

s∑
i=0

wjiy
(t)
i (1)

which includes the bias wj0 due to y
(t)
0 = 1 is assumed for every t ≥ 0. At the next instant t + 1, the neurons

j ∈ αt+1 from a selected subset αt+1 ⊆ V (e.g., corresponding to a layer) compute their new outputs y
(t+1)
j in

parallel by applying an activation function σ : R −→ [0, 1] to ξ
(t)
j , whereas the remaining units j /∈ αt+1 do not

update their states, that is,

y
(t+1)
j =

{
σ
(
ξ
(t)
j

)
for j ∈ αt+1

y
(t)
j for j ∈ V \ αt+1 .

(2)
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 We employ the saturated-linear activation function,

σ(ξ) =

 1 for ξ ≥ 1
ξ for 0 < ξ < 1
0 for ξ ≤ 0 ,

(3)

although some of the following results are valid for more general classes of activation functions [17, 29, 33, 41]
including the logistic function [16]. In this way, the new network state y(t+1) at time t+ 1 is determined.

The computational power of NNs has been studied analogously to the traditional models of computation
so that the networks are exploited as acceptors of formal languages L ⊆ Σ∗ over a finite alphabet Σ (e.g.,
the binary alphabet Σ = {0, 1}). A language L corresponds to a single-class classification (decision) problem
which is solved by a neural network N , in the sense that N accepts language L containing all positive input
instances of the problem that belong to the class. For the finite NNs the following input/output protocol has
been used [2, 6, 14, 15, 29, 30, 31, 32, 38, 40]. An input word (string) x = x1 . . . xn ∈ Σn of arbitrary length
n ≥ 0 is sequentially presented to the network, symbol after symbol, via so-called input neurons from X ⊂ V ,
at macroscopic time instants. For example, each symbol x ∈ Σ can be encoded by one input neuron j(x) ∈ X.
Thus, an input symbol xi ∈ Σ is read at macroscopic time instant i = 1, . . . , n, when the states of input neurons
are externally set (and clamped) regardless of any influence of N , as

y
(d(i−1)+k)
j =

{
1 for j = j(xi)
0 for j ∈ X \ {j(xi)}

k = 0, . . . , d− 1 (4)

where an integer parameter d ≥ 1 is the time overhead for processing a single input symbol which coincides
with the macroscopic time step. Finally, N has two output neurons, Y = {out, val} ⊂ V where out ∈ Y signals
in computational time T (n) ≥ dn whether the input word x ∈ Σn that has been read, belongs to the underlying
language L, while val ∈ Y indicates the end of computation when the result is produced, that is,

y
(T (n))
out =

{
1 for x ∈ L
0 for x /∈ L , y

(t)
val =

{
1 for t = T (n)
0 for t 6= T (n) .

(5)

We say that a language L ⊆ Σ∗ is accepted (recognized) by N , which is denoted by L = L(N), if for any input
word x ∈ Σ∗, x is accepted by N iff x ∈ L .

2 Neural Networks and the Chomsky Hierarchy

The computational power of NNs with the saturated-linear activation function (3), which represents a usual
formal model as introduced in Sect. 1, depends on the descriptive complexity of their weight parameters [30, 38].
NNs with integer weights wji ∈ Z, corresponding to binary-state networks with 2s global states, coincide with
finite automata which accept precisely the regular languages [2, 22, 40]. For example, size-optimal implementa-
tions of a given (deterministic) finite automaton with m states by using a NN with Θ(

√
m) neurons have been

elaborated [14, 15, 34]. Furthermore, rational weights wji ∈ Q make the analog-state NNs computationally
equivalent to Turing machines which accept the recursively enumerable languages [15, 32]. Thus (by a real-time
simulation [32]) polynomial-time computations of such NNs are characterized by the fundamental complexity
class P which is composed of the problems that are considered efficiently solvable by conventional computers.

Moreover, NNs with arbitrary real weights wji ∈ R (in fact, only one suitable irrational weight suffices) can
even derive “super-Turing” computational capabilities [30, 31]. It is because such a NN model may include
the infinite amount of information encodable in arbitrarily precise real numbers, which does not fit into the
classical definition of algorithm whose description must be finite. In particular, any input/output mapping
(including algorithmically undecidable problems) can be computed by such NNs within exponential time while
polynomial-time computations correspond to the nonuniform complexity class P/poly. The class P/poly is
composed of problems that are solvable in polynomial time (P) by an algorithm (Turing machine) which receives
an extra input string of polynomial length (poly) as an external advise whose value depends only on the original
input length n (i.e. the same string is provided for all inputs of length n). The advice function which assigns
a polynomial-length string to each input length n need not be algorithmically computable, which makes the
complexity class P/poly nonuniform, including algorithmically undecidable problems. In addition, a proper
infinite hierarchy of nonuniform complexity classes between P and P/poly has been established for polynomial-
time computations of NNs with increasing Kolmogorov complexity of real weights [6] where the Kolmogorov
complexity of a real number is defined as the length of the shortest computer program (in a fixed programming
language) that produces this number as output. This proves that with the more information content in real
weights a NN can solve strictly more problems within polynomial time.

As can be seen, our understanding of the computational power of NNs is satisfactorily fine-grained when
changing from rational to arbitrary real weights. In contrast, there is still a gap between integer and rational
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 weights which results in a jump from regular (Type-3) to recursively enumerable (Type-0) languages in the
Chomsky hierarchy. However, it is known that already two analog-state neurons with rational weights, integrated
into an integer-weight NN, can implement two stacks of pushdown automata [32], a model equivalent to Turing
machines. Thus, the respective gap in the computational power of NNs is localized between the integer-weight
NNs (Chomsky Type-3) and the integer-weight NNs with two extra rational-weight neurons (Chomsky Type-0).
Hence, a natural question arises: What is the computational power of integer-weight networks with one extra
analog neuron having rational weights? In order to answer this question we define an intermediate formal model
of NNs with one extra analog rational-weight neuron s (1ANN), which satisfies

wji ∈
{

Z for j = 1, . . . , s− 1
Q for j = s

i = 0, . . . , s . (6)

We have previously shown that 1ANN is computationally equivalent to a finite automaton with a rational-
valued register whose domain is partitioned into a finite number of intervals, each associated with a local
state-transition function [35]. We now characterize the class of problems solvable by 1ANNs in the following
representation theorem (cf. [36]):

Theorem 1. A language L ⊂ Σ∗ that is accepted by a 1ANN satisfying (6) and 0 < |wss| < 1, can be written as

L = h

( p⋃
r=1

(
L<cr ∩ L<cr+1

)R ·Ar)Pref ∩R0

∗ ∩R
 (7)

in which (L<cr ∩L<cr+1) can suitably be replaced by one of the following terms (L>cr ∩L<cr+1), (L>cr ∩L>cr+1),

(L<cr ∩L<cr+1
), L>0, or L<1 (for each value of r, the choice of the term may be different so that the underlying

intervals create a disjoint cover of the real line) where

• A =
{∑s−1

i=0 wsiyi

∣∣∣ y1, . . . , ys−1 ∈ {0, 1}} ∪ {0, 1} ⊂ Q is a finite alphabet of digits,

• {c1, . . . , cp} =
{
−
∑s−1
i=0

wji

wjs
yi

∣∣∣ j ∈ V \ (X ∪ {s}) s.t. wjs 6= 0 , y1, . . . , ys−1 ∈ {0, 1}
}
∪ {0, 1} ⊂ Q

is a finite set of thresholds such that 0 = c1 ≤ c2 ≤ · · · ≤ cp = 1,

• L<cr , L>cr ⊆ A∗ for r = 1, . . . , p, are so-called cut languages over alphabet A defined as

L<c =

{
a1 . . . an ∈ A∗

∣∣∣∣∣
n∑
k=1

akβ
−k < c

}
(8)

(similarly for L>c) where β = 1
wss
∈ Q is called a base (radix),

• A1, . . . , Ap is a partition of A,

• SPref denotes the largest prefix-closed subset of S ∪A ∪ {ε} (ε denotes the empty string),

• R ,R0 ⊆ A∗ are regular languages,

• h : A∗ −→ Σ∗ is a letter-to-letter morphism.

Note that the implication in Theorem 1 can be partially reversed (see [36]). The representation formula (7) is in
fact based on the cut languages defined by (8), which are combined by usual operations such as complementation,
intersection, union, concatenation, Kleene star, reversal, the largest prefix-closed subset, and a letter-to-letter
morphism. For example, the classes of regular (Chomsky Type-3) and context sensitive (Chomsky Type-1)
languages are closed under these operations. Hence, in these cases it is sufficient to classify the cut languages
within the Chomsky hierarchy which is done in Sect. 5.

3 β-Expansions

In the representation Theorem 1, the finite set A 6= ∅ contains (rational) numbers called digits while the (ratio-
nal) parameter β satisfying |β| > 1, is no by chance named a base or radix. It is because within a non-standard
positional numeral system whose base and digits need not be integers, a cut language L<c introduced in (8) is
in fact composed of all finite base-β representations of the numbers that are less than a threshold c. Hereafter,
we assume that the digits and the base are in general real numbers if not stated otherwise. In particular, a word
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 (string) of digits a1 . . . an ∈ A∗ in which the radix point is omitted at the beginning, represents a number in
base β using the negative exponents of β as

(0 . a1 . . . an)β = a1β
−1 + a2β

−2 + a3β
−3 + · · ·+ anβ

−n =
n∑
k=1

akβ
−k . (9)

Clearly, this is a generalization of integer-base positional numeral systems with integer radix β ∈ Z and the
standard set of integer digits A = {0, 1, 2, . . . , β − 1}, including the usual decimal expansions in which β = 10
and A = {0, 1, 2, . . . , 9} or binary expansions with β = 2 and A = {0, 1}. For instance, the fraction 3

4 cannot
only be represented in the usual integer bases as

3

4
= (0 . 75)10 = 7 · 10−1 + 5 · 10−2 = (0 . 11)2 = 1 · 2−1 + 1 · 2−2 (10)

but also, for example, in non-integer base β = 5
2 using the non-integer digits from A =

{
5
16 ,

7
4

}
as

3

4
=

(
0 .

7

4

5

16

)
5
2

=
7

4
·
(

5

2

)−1
+

5

16
·
(

5

2

)−2
. (11)

In general, an infinite word of digits a1a2a3 . . . ∈ Aω represents a number in base β as a convergent series
(recall |β| > 1):

(0 . a1a2a3 . . .)β = a1β
−1 + a2β

−2 + a3β
−3 + · · · =

∞∑
k=1

akβ
−k , (12)

which is widely known as a β-expansion. Today’s already classical definition of β-expansions was introduced
in late 1950s [25, 23] and this concept has up to now been a subject of active research, e.g. [1, 3, 4, 5, 7, 8, 9,
10, 12, 18, 19, 20, 24, 26, 27, 28]. The world of β-expansions is much richer than that of the usual integer-base
representations as is briefly illustrated on the uniqueness issue of β-expansions. It is well known that for an
integer base β > 1 and the standard digits from A = {0, 1, 2, . . . , β − 1}, almost any real number from the
interval [0, 1] has a unique infinite β-expansion. The only exception are those numbers for which also a finite
β-expansion (9) exists, that have two distinct infinite β-expansions, e.g. the decimal expansions 750ω and 749ω

of the fraction
3

4
= (0 . 75)10 = (0 . 75000 . . .)10 = (0 . 74999 . . .)10 . (13)

In contrast, for any non-integer base β, almost every number (for which a base-β representation exists) has
infinitely (uncountably) many distinct β-expansions [27]. For example, assume 1 < β < 2 and A = {0, 1},
which ensures that any real number from the interval Dβ = (0, 1

β−1 ) has a β-expansion. If 1 < β < ϕ where

ϕ = (1 +
√

5)/2 ≈ 1.618034 is the golden ratio, then every number from Dβ has an uncountably many distinct
β-expansions [8]. If ϕ ≤ β < q where q ≈ 1.787232 is the Komornik-Loreti constant, then countably many
numbers from Dβ have a unique β-expansion [10]. For example, the infinite word 0k(10)ω for any integer k ≥ 0,
represents a unique β-expansion of the number

1

βk−1(β2 − 1)
=
(
0 . 0 . . . 0︸ ︷︷ ︸

k times

10 10 10 10 10 . . .
)
β
, (14)

which gives the unique 5
3 -expansion 00(10)ω of 27

80 for k = 2. In contrast, there are countably many distinct
ϕ-expansions of the number 1 having the form (10)k110ω, (10)ω, or (10)k01ω for every integer k ≥ 0. Finally, if
q ≤ β < 2, then uncountably many numbers from Dβ have a unique β-expansion. These results have partially
been generalized to arbitrary bases and digits [4, 18, 19].

4 Eventually Quasi-Periodic β-Expansions

An important role in our analysis of the computational power of NNs between integer and rational weights
(Sect. 2) plays the periodicity of β-expansions. We say that an infinite β-expansions a1a2a3 . . . ∈ Aω is eventually
periodic if it can be written as

a1a2 . . . ak1 (ak1+1ak1+2 . . . ak2)ω (15)

where a1a2 . . . ak1 ∈ Ak1 is a preperiodic part of length k1 ≥ 0 and ak1+1ak1+2 . . . ak2 ∈ Am is the infinitely-
repeated digit sequence of length m = k2 − k1 > 0, called the repetend. For k1 = 0, the β-expansion is called
(purely) periodic. Any eventually periodic β-expansion can be evaluated as

(0 . a1a2 . . . ak1 ak1+1ak1+2 . . . ak2)β = (0 . a1a2 . . . ak1)β + β−k1% (16)
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 where % is a so-called periodic point which can be computed using the formula for the sum of a geometric
progression as

% = (0 . ak1+1ak1+2 . . . ak2)β =

∑m
k=1 ak1+kβ

−k

1− β−m
. (17)

Note that we employ the usual convention to indicate a repeating digits by drawing a horizontal line (a vinculum)
above the repetend. For example, for β = 3

2 and A = {0, 1}, the eventually periodic β-expansion 1 (10)ω which
is composed of the 1-bit preperiodic part 1 and the 2-bit repetend 10, represents the fraction

22

15
= (0 . 1 10) 3

2
= (0 . 1) 3

2
+

(
3

2

)−1
· % with the periodic point % =

1 ·
(
3
2

)−1
+ 0 ·

(
3
2

)−2
1−

(
3
2

)−2 =
6

5
. (18)

We generalize the notion of periodicity for non-integer bases. We say an infinite β-expansion

a1 . . . ak1 ak1+1 . . . ak2 ak2+1 . . . ak3 ak3+1 . . . ak4 ak4+1 . . . ak5 . . . ∈ Aω (19)

is eventually quasi-periodic if it can split into a preperiodic part a1a2 . . . ak1 ∈ Ak1 of length k1 ≥ 0, followed by
an infinite sequence of so-called quasi-repetends aki+1 . . . aki+1 ∈ Ami of minimum length mi = ki+1 − ki > 0,
that share the same periodic point %, that is,

% =
(
0 . aki+1aki+2 . . . aki+1

)
β

=

∑mi

k=1 aki+kβ
−k

1− β−mi
for every i ≥ 1 , (20)

which ensures

(0 . a1 . . . ak1 ak1+1 . . . ak2 ak2+1 . . . ak3 ak3+1 . . . ak4 ak4+1 . . . ak5 . . .)β = (0 . a1a2 . . . ak1)β + β−k1% , (21)

cf. equation (16). For k1 = 0, the β-expansion is called (purely) quasi-periodic. Note that the quasi-repetends of
an eventually quasi-periodic β-expansion can be distinct having even different lengths. Clearly, if an eventually
quasi-periodic β-expansion is composed of only one quasi-repetend, then the β-expansion is eventually periodic.
If it is not the case, then there are uncountably many distinct eventually quasi-periodic β-expansions representing
the same number since the quasi-repetends are arbitrarily interchangeable according to (20). Indeed, the value
of an eventually quasi-periodic β-expansion (21) does not change if any quasi-repetend is removed or replaced
by another quasi-repetend or inserted in between two other quasi-repetends.

We illustrate the concept of eventually quasi-periodic β-expansions on a numerical example. Assume the base
β = 5

2 and the set of digits A =
{

0 , 1
2 ,

7
4

}
. It can be shown that the words 7

4

(
1
2

)n
0 ∈ An+2 of length n + 2,

for every integer n ≥ 0, where
(
1
2

)n
denotes the symbol 1

2 ∈ A repeated n times, share the same periodic point

% =

(
0 .

7

4
0

)
5
2

=

(
0 .

7

4

1

2
0

)
5
2

=

(
0 .

7

4

1

2

1

2
0

)
5
2

=

(
0 .

7

4

1

2

1

2

1

2
0

)
5
2

=

(
0 .

7

4

1

2

1

2

1

2

1

2
0

)
5
2

= · · · =

0 .
7

4

1

2
· · · 1

2︸ ︷︷ ︸
n times

0


5
2

= · · · =
7
4 ·
(
5
2

)−1
+
∑n+1
i=2

1
2 ·
(
5
2

)−i
+ 0 ·

(
5
2

)−n−2
1−

(
5
2

)−n−2 =
3

4
(22)

according to (20). Thus, for any infinite sequence of nonnegative integers n1, n2, n3, n4, . . ., we obtain a quasi-
periodic 5

2 -expansion 7
4

(
1
2

)n1
0 7

4

(
1
2

)n2
0 7

4

(
1
2

)n3
0 7

4

(
1
2

)n4
0 . . . ∈ Aω of 3

4 because

3

4
=

0 .
7

4

1

2
· · · 1

2︸ ︷︷ ︸
n1 times

0
7

4

1

2
· · · 1

2︸ ︷︷ ︸
n2 times

0
7

4

1

2
· · · 1

2︸ ︷︷ ︸
n3 times

0
7

4

1

2
· · · 1

2︸ ︷︷ ︸
n4 times

0 · · ·


5
2

. (23)

Hence, the fraction 3
4 has uncountably many distinct quasi-periodic 5

2 -expansions using the digits 0 , 1
2 ,

7
4 .

Finally, we introduce the notion of quasi-periodic numbers. We say that a real number c ∈ R is β-quasi-
periodic within A if every infinite β-expansion of c is eventually quasi-periodic. Note that a number that
has no β-expansion at all is formally considered to be quasi-periodic, e.g. the numbers from the complement
of the Cantor set are 3-quasi-periodic within {0, 2}. It can be shown that the fraction 3

4 is 5
2 -quasi-periodic

within A =
{

0 , 1
2 ,

7
4

}
as there are no other 5

2 -expansions of 3
4 than that presented in the previous example

(23). In contrast, the number c = 40
57 = (0 . 0 011) 3

2
, although defined by the eventually periodic 3

2 -expansion

0(011)ω over alphabet {0, 1}, is not 3
2 -quasi-periodic within {0, 1} since the so-called greedy (i.e. lexicographically

maximal) 3
2 -expansion 100000001 . . . ∈ {0, 1}ω of 40

57 proves to be not eventually periodic.
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 5 Neural Networks Between Integer and Rational Weights

In the following three theorems [39], we first classify the cut languages from the representation Theorem 1
within the Chomsky hierarchy using the quasi-periodicity of their thresholds which is defined in Sect. 4.

Theorem 2. A cut language L<c is regular iff c is β-quasi-periodic within A.

Theorem 3. If c is not β-quasi-periodic within A, then the cut language L<c is not context-free.

Theorem 4. Let β ∈ Q and A ⊂ Q. Every cut language L<c with threshold c ∈ Q is context-sensitive.

Hence, we obtain a dichotomy that any cut language L<c which is anyway context-sensitive (Chomsky Type-1)
for its rational parameters (base, digits, threshold), is either regular (Chomsky Type-3) or not context-free
(Chomsky Type-2), depending on whether c is or is not β-quasi-periodic within A, respectively.

Further we apply this classification of cut languages to the representation Theorem 1, which gives the fol-
lowing three theorems [36] mainly by the closure properties of regular and context-sensitive languages regarding
the operations that appear in equation (7).

Theorem 5. Let N be a 1ANN and assume 0 < |wss| < 1. Define β ∈ Q, A ⊂ Q, and c1, . . . , cp ∈ Q as
in Theorem 1 using the weights of N . If thresholds c1, . . . , cp are β-quasi-periodic within A, then N accepts a
regular language.

Theorem 6. There is a language accepted by a 1ANN, which is not context-free.

Theorem 7. Any language accepted by a 1ANN is context-sensitive.

Thus, we have refined the analysis of the computational power of NNs between integer and rational weights
within the Chomsky hierarchy, which is schematically summarized in the following diagram:

integer-weight NNs ≡ 1ANNs with quasi-periodic parameters ≡ regular languages (Type-3)

1ANNs 6⊂ context-free languages (Type-2)

1ANNs ⊂ context-sensitive languages (Type-1)

rational-weight NNs ≡ recursively enumerable languages (Type-0)

6 Conclusion

In this paper we have briefly surveyed the results on the computational power of NNs which basically depends
on the information content of their weights. Then we have characterized the class of languages accepted by
integer-weight NNs with an extra rational-weight neuron, using the cut languages. We have shown an interesting
link to active research on β-expansions in non-integer bases. We have introduced a new notion of quasi-periodic
numbers which is used to refine the analysis of the computational power of NNs between integer and rational
weights within the Chomsky hierarchy.

Nevertheless, there are still some important open problems. For example, the question of whether the
condition in Theorem 5 is also necessary remains open. Another challenge for further research is to generalize
the results to other domains of the feedback weight wss associated with analog unit s, such as wss ∈ R or
|wss| > 1. Moreover, it would be interesting to study the possibility of having a proper hierarchy of 1ANN
classes of increasing complexity, e.g. in terms of the maximum length of quasi-repetends of rational 1ANN
parameters, similarly to the Kolmogorov-weight NN hierarchy [6].
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work [35, 39, 36]. The research was done with institutional support RVO: 67985807 and partially supported by
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[38] Š́ıma, J., Orponen, P.: General-purpose computation with neural networks: A survey of complexity theo-
retic results. Neural Computation 15(12), 2727–2778 (2003)
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