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Abstract
Offensive language is one of the problems that have become increasingly severe
along with the rise of the internet and social media usage. This language can
be used to attack a person or specific groups. Automatic moderation, such as
the usage of machine learning, can help detect and filter this particular language
for someone who needs it. This study focuses on improving the performance of
the soft voting classifier to detect offensive language by experimenting with the
combinations of the soft voting estimators. The model was applied to a Twitter
dataset that was augmented using several augmentation techniques. The features
were extracted using Term Frequency-Inverse Document Frequency, sentiment
analysis, and GloVe embedding. In this study, there were two types of soft voting
models: machine learning-based, with the estimators of Random Forest, Decision
Tree, Logistic Regression, Näıve Bayes, and AdaBoost as the best combination,
and deep learning-based, with the best estimator combination of Convolutional
Neural Network, Bidirectional Long Short-Term Memory, and Bidirectional Gated
Recurrent Unit. The results of this study show that the soft voting classifier was
better in performance compared to classic machine learning and deep learning
models on both original and augmented datasets.
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1 Introduction

With internet usage uprising, one of the most appeal-
ing applications of the internet is social media. So-
cial media has become popular among internet users
through the ability to share information and communi-
cate freely. The most used social media by U.S. adults
were YouTube, Facebook, and Instagram, with 81%,
69%, and 40%, respectively [1]. However, with all the
benefits, social media also comes with drawbacks.

Offensive language is one of the downsides of social
media. It is an abusive behavior frequently displayed
on social media and other platforms like streaming
websites [4]. Offensive language is a type of language
that can contain threats, profanities, discriminations,
or direct insults [18]. One of the subtypes of offensive
language, hate speech, is a type of content that focuses
on an attack on certain groups by using nasty and ag-
gressive words [16]. Due to how freely communication
can occur in social media, hate speech has become quite
common [2]. As an effect, 70.7% of respondents in a
survey were exposed to hate speech in the past three
months [14].

To overcome the situation, moderation can be used
to filter out offensive language. There are several ap-
proaches to moderation, such as manual and auto-
mated. Manual moderation requires humans to man-

ually check the potentially offensive content based on
the predetermined guidelines. However, with the con-
stant addition of new data, manual moderation is not
enough to scan and filter out hate speech or offensive
content. Conversely, automated moderation can con-
stantly filter the social media data stream. The arti-
ficial intelligence model can be trained with machine
learning and deep learning to identify and filter offen-
sive content. However, to minimalize the false-positive
identification error, the model should have great per-
formance, such as high accuracy and precision.

Study on offensive classification has been done mul-
tiple times with various approach. In the machine
learning category, a study has been conducted by
Davidson et al. [3] by comparing Logistic Regression,
Näıve Bayes, Decision Tree, Random Forest, and Lin-
ear SVM. This study created their dataset by collect-
ing tweets from Twitter and manually classifying them
with the voting method to hate speech, offensive but
not hate speech, and neither class. The best model
was Logistic Regression with L2 regularization with a
precision of 0.91.

Another study [16] also used Davidson et al.’s
dataset to classify offensive language and hate speech.
This study combined the previous dataset with
another dataset from Crowdflower and Github. Ran-
dom Forest, SVM, and J48graft were trained and
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evaluated. J48graft was the best model with 0.793
in precision. Several features like sentiment-based,
semantic, unigram, pattern, and a combination of
all the features were tested using J48graft. The
combination was the best feature, with a precision
score of 0.793. Besides classifying three classes, this
study also experimented with binary classification,
where the class only consisted of offensive and not
offensive. To achieve it, hate speech and offensive but
not hate speech classes were combined into a single
offensive class. The model scored 0.88 on the precision
score.

Aside from the machine learning model, deep
learning was also used to classify offensive language.
A study [10] was conducted to detect the offensive
language in Arabic with YouTube comments as the
dataset. AraVec, a pre-trained word embedding, was
used as the features extractor. The deep learning
models used in this study were CNN, Bi-LSTM,
attention Bi-LSTM, and a combination of CNN &
LSTM. The best model was CNN with the F1 score of
84.05, with CNN-LSTM in second place with 83.65 in
the F1 score.

Another approach that was used to classify offensive
language is by using the ensemble method. A study [13]
in 2019 used the soft voting classifier with XGBoost,
AdaBoost, and Logistic Regression as the estimators
to classify whether a tweet is a targeted or untargeted
offensive language. The soft voting classifier scored
0.706 on the F1 macro score. The study noted that
the ensemble method could help decrease the errors in
classifying with unbalanced datasets.

More studies [7] used a voting classifier by combining
machine learning and deep learning models. This study
used three datasets, consisting of one primary dataset
and two augmentation data. The voting classifier was
made of two CNN with different training dataset com-
binations and an SVM model. The voting classifier
topped the standalone CNN and SVM model with the
F1 macro score of 0.7325.

Besides classifying offensive content, soft voting clas-
sifiers were also used to detect fake news. The study
[9] compared Näıve Bayes, SVM, Logistic Regression,
Random Forest, hard voting, and soft voting to predict
fake news on social media. The soft voting method sur-
passed the other classifiers with 93% in the F1 score.
Another study [20] used a soft voting classifier with
LSTM-Attention and Bi-LSTM Attention as its esti-
mators to predict emotions from social media posts.
The soft voting classifier came on top of other classi-
fiers with an F1 score of 68.5%.

From previous research, this study concluded that
several approaches were already used, such as machine
learning, deep learning, and hybrid machine learning
to classify offensive content. These studies showed
performance improvement from the soft voting clas-
sifier compared to standalone models. However, with
a tremendous amount of various machine learning and
deep learning models, the combination of voting clas-

sifier estimators can be explored further.
This study aims to improve the performance of offen-

sive classification by experimenting with the combina-
tion of machine learning and deep learning as the core
of the ensemble model using the dataset from Davidson
et al. Numerous machine learning such as Random For-
est, Decision Tree, k-Nearest Neighbor (k-NN), Näıve
Bayes, Logistic Regression, AdaBoost, and deep learn-
ing models such as CNN, LSTM, and Gated Recurrent
Unit (GRU) were compared and used as the combina-
tion for the soft voting classifier.

2 Materials and Methods

2.1 Dataset

The dataset used in this study was acquired from the
previous study [3]. It consists of tweet data from Twit-
ter and their classification. The classification was de-
cided with voting by Crowdflower, where each tweet
was voted between three classes: hate speech, offen-
sive language but not hate speech, and neither. The
data count for each class is 1,430, 19,190, and 4,163, re-
spectively. However, in order to identify offensive con-
tent, the hate speech and offensive but not hate speech
classes were merged into one offensive class. This ap-
proach was implemented in a previous study [16]. This
resulted in 20,620 offensive class and 4,163 not offensive
class for the final data count.

2.2 Dataset Preprocessing & Augmentation

The next step after the class data were merged was to
apply the preprocessing step to the data. The step can
be found in Figure 1. The first step was to cleanse the
dataset of imperfect data. In this stage, incomplete
data were removed, along with the URL text, men-
tions, and punctuation marks. Afterward, the tweet
data were stemmed to return all the words to their
stem.

Figure 1: Dataset Preprocessing & Augmentation.

In addition to data preprocessing, the preprocessed
data were augmented by applying Easy Data Augmen-
tation (EDA) tool [17] to balance the dataset. This was
done because the dataset was quite unbalanced, where
80% of the data were labeled as offensive. In EDA, the
minority class data, in this case, was not the offensive
class, were randomly selected and augmented using one
of the techniques provided, which was also selected ran-
domly. These techniques were synonym replacement,
random insertion, random swap, and random deletion.
The process was repeated until the minority class num-
ber was equal to the majority class. The result of this
process was the original and augmented dataset.
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2.3 Feature Extraction

Before the feature extraction process, the tweets were
tokenized, where each sentence was broken into words.
The extraction used for deep learning and machine
learning was different. TF-IDF and sentiment analysis
were used for machine learning. TF-IDF calculates the
importance score of each word in a document, which
can be used as a feature for text classification [12].
The other feature, sentiment analysis, was used to ex-
tract the sentiment values, such as positive, neutral,
and negative scores, from the text content [15]. In this
study, Valence Aware Dictionary and Sentiment Rea-
soner (VADER) [5] were used to extract the sentiment
analysis. Feature extraction visualization can be found
in Figure 2.
In deep learning, GloVe embedding [11] was used as

the feature extraction method. This study used Twit-
ter pre-trained word vectors with 27 billion tokens, 1.2
million vocabularies, and 200 dimensions vectors. Sub-
sequently, the features extracted from the dataset can
be used for model development in the next step.

Figure 2: Feature Extraction.

2.4 Model Development

The model proposed in this study is a voting classifier,
which is a type of ensemble model. The voting classi-
fier combines various machine learning models, called
estimators, to make a prediction by letting the models
vote for the class prediction [6]. There are two types
of voting classifiers based on how the voting is applied:
soft and hard voting [19]. In hard voting, the final class
prediction is determined by a majority vote from vari-
ous estimator models. In soft voting, the model calcu-
lates the probability for each class from each estimator

to determine the final class prediction [8]. Voting ex-
ample for soft and hard voting can be seen in Figure
3.

In this study, the model development was split into
two sections: machine learning estimators and deep
learning estimators. For the machine learning estima-
tors, several models were chosen to be compared based
on popular models that were used in previous studies.
They are Random Forest, Decision Tree, Logistic Re-
gression, Näıve Bayes, AdaBoost, and k-Nearest Neigh-
bor. The models were trained and evaluated using 5-
fold cross-validation for each original and augmented
dataset. Subsequently, the top three and top five of
the best-performing models for each dataset based on
their F1 scores were chosen as the voting classifier’s es-
timators. The workflow for this part can be found in
Figure 4.

Figure 4: Voting Classifier with Machine Learning Es-
timator.

For the deep learning estimators, three deep learning
groups were trained and evaluated using 5-fold cross-
validation using both original and augmented datasets.
These groups were CNN, Long Short-Term Memory
(e.g., LSTM & Bidirectional-LSTM), and Gated Re-

Figure 3: Voting Classifier. (a) Hard Voting. (b) Soft Voting.
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current (e.g., GRU & Bidirectional-GRU), as seen in
Figure 5. There is a conventional and bidirectional
version of the model for particular groups, where the
difference is only in the input flow directions. Con-
sequently, the best-performing model based on the F1
score for each group would be taken to be the estimator
for the voting classifier.

Figure 5: Voting Classifier with Deep Learning Esti-
mator.

The general architecture for the deep learning mod-
els can be found in Figure 6. The embedded dataset
using GloVe was then fed to the model layer with the
output size of 512, which in this case, it could be CNN,
LSTM, Bi-LSTM, GRU, or Bi-GRU layer. The output
was then fed to the dropout layer at the rate of 0.2.
The dropout layer was used to prevent model overfit-
ting. Next, the output was sent to another model layer
with an output size of 256, then to another dropout
layer with a 0.2 rate. Afterward, the data were sent to
a dense layer with the Rectified Linear Unit (ReLU) ac-
tivation function to reduce the output to 64. The last
step was to send the output to the dense layer with
the softmax function. Softmax was chosen to get the
probability of the offensive and not the offensive class.
These probabilities were needed for the soft voting op-
eration.

2.5 Model Evaluation

For every machine learning, deep learning, and vot-
ing classifier model, evaluation metrics such as accu-
racy, F1, precision, and recall were calculated using
the macro averaging method. The evaluation metrics
for each fold in 5-fold cross-validation would be stored
and averaged out to be the final scores for each model.

3 Results and Discussion

The results were broken into machine learning and deep
learning segments in this part. For each segment, the
base models’ accuracy, precision, recall, and F1 score
were shown for both original and EDA datasets. The
best models were then chosen as the voting classifier
estimators, and the performance results were also dis-
played for both datasets respectively.

3.1 Machine Learning

Table 1 shows the performance result for the machine
learning-based model using the original dataset. Based
on the F1 score, the best model was the Random For-
est, with an F1 score of 90.070%. The order of the
models from best to worst was Random Forest, Logis-
tic Regression, AdaBoost, Decision Tree, Näıve Bayes,
and k-NN. From the order, the models’ top three and
top five were selected to be used as the estimators for
the voting classifier. For the voting classifier results,
the top three and top five voting classifiers were bet-
ter than the best-performing machine learning model,
Random Forest. The top three resulted in 91.370%
on F1, which were higher by 1.3% from the Random
Forest result. Moreover, the top five voting classifier
marked a better F1 score, with a score of 91.509%, re-
sulting in a 1.439% higher F1 score than the Random
Forest model.

For the EDA dataset, the result can be found in Ta-
ble 2. The order of the best-performing models for this
dataset was slightly different from the original dataset
result, with the best model, Random Forest, scoring
92.685% on F1. The best to worst models based on
the F1 score was Random Forest, Decision Tree, Logis-
tic Regression, AdaBoost, Näıve Bayes, and k-NN. The
RF score using the EDA dataset was higher than the
original dataset result, with an increase of over 2.5%
on the F1 score. This increment was also achieved by
most of the models, with the highest difference of 6.3%
by the k-NN model.

From the F1 result, Random Forest, Logistic Regres-
sion, and AdaBoost were chosen to be the estimators

Figure 6: Deep Learning Architecture. CNN/LSTM/Bi-LSTM/GRU/Bi-GRU.
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Table 1: Original Dataset – Machine Learning Perfor-
mance.

Model Accuracy Precision Recall F1
Random Forest (RF) 94.460 90.184 89.957 90.070
Logistic Regression (LR) 93.762 86.786 94.494 89.945
AdaBoost (AB) 94.014 88.113 91.795 89.801
Decision Tree (DT) 92.941 87.176 87.817 87.491
Näıve Bayes (NB) 91.588 83.785 89.200 86.110
k-NN 89.195 83.636 74.224 77.685
Soft Voting – Top 3

94.896 89.379 93.779 91.370
(RF, LR, AB)
Soft Voting – Top 5

95.034 89.866 93.423 91.509
(RF, LR, AB, DT, NB)

Table 2: EDA Dataset – Machine Learning Perfor-
mance.

Model Accuracy Precision Recall F1
Random Forest (RF) 95.518 89.610 96.890 92.685
Decision Tree (DT) 95.357 89.385 96.545 92.414
Logistic Regression (LR) 94.422 87.696 95.949 91.050
AdaBoost (AB) 93.572 86.355 94.943 89.773
Näıve Bayes (NB) 92.808 85.456 92.355 88.322
k-NN 89.494 80.515 90.566 84.030
Soft Voting – Top 3

95.433 89.445 96.850 92.560
(RF, DT, LR)
Soft Voting – Top 5

95.571 89.743 96.820 92.750
(RF, DT, LR, AB, NB)

for the top three soft voting estimators. These top
three lists were dissimilar from the original dataset.
The list contained the exact estimators for the top five
soft voting. As a result, both the top three and the
top five soft voting with the EDA dataset marked a
higher F1 score, where the top five gained the biggest
boost, with a score of 92.750%. The top five also out-
performed the best machine learning model, Random
Forest. Although, the difference was smaller than the
increment in the original dataset

3.2 Deep Learning

In the deep learning segment, the three groups were
trained and tested: CNN, Long Short-Term Memory
(LSTM & Bi-LSTM), and Gated Recurrent Unit (GRU
& Bi-GRU). The result of 5-fold cross-validation using
the original dataset can be found in Table 3. Based on
the result, in the Long Short-Term Memory group, Bi-
LSTM was superior with a score of 91.001%, while in
the Gated Recurrent Unit group, the Bi-GRU F1 score
surpassed the conventional GRU model. This outcome
resulted in soft voting with CNN, Bi-LSTM, and Bi-
GRU as its estimators.

The soft voting result was higher than the best deep
learning model, the Bi-LSTM. It scored 91.864% on F1,
with a 0.86% increment from the Bi-LSTM. It was also
better than the best original dataset’s soft voting with
machine learning models as its estimators. Moreover,
all the F1 scores for the tested deep learning models
were more significant than the machine learning models
with the original dataset.

Furthermore, the deep learning models with the
EDA dataset gained quite a boost compared to the
ones with the original dataset. As shown in Table 4,
the result of this dataset was CNN, Bi-LSTM, and Bi-

Table 3: Original Dataset – Deep Learning Perfor-
mance.

Model Accuracy Precision Recall F1
CNN 94.711 90.431 90.739 90.584
LSTM 94.707 90.715 90.264 90.487
Bi-LSTM 94.958 90.946 91.057 91.001
GRU 94.896 91.065 90.592 90.826
Bi-GRU 94.887 90.489 91.476 90.972
Soft Voting

95.381 91.275 92.482 91.864
(CNN, Bi-LSTM, Bi-GRU)

Table 4: EDA Dataset – Deep Learning Performance.
Model Accuracy Precision Recall F1
CNN 95.713 89.979 97.018 92.976
LSTM 96.078 90.747 97.114 93.512
Bi-LSTM 96.102 90.755 97.230 93.560
GRU 96.050 90.676 97.131 93.473
Bi-GRU 96.083 90.756 97.117 93.520
Soft Voting

96.268 91.073 97.374 93.818
(CNN, Bi-LSTM, Bi-GRU)

GRU were chosen from each respective group to be the
estimator of the soft voting model. The best model
was Bi-LSTM with the F1 score of 93.56%, which were
higher than the original dataset Bi-LSTM with a dif-
ference of 2.5%. It also surpassed the soft voting score
from the original dataset by 1.6%.

Moreover, the soft voting model with the EDA
dataset gained 93.818% on the F1 score. This score
beat the EDA Bi-LSTM with a 0.25% margin. This
result shows that the difference between the soft vot-
ing and the deep learning models was not as huge in
the EDA as in the original dataset. However, the soft
voting model with deep learning estimator from the
EDA dataset beat all the other soft voting models in
this study.

4 Conclusion

This study focused on detecting offensive language
from social media texts using the soft voting classifier.
The dataset that was used was Twitter tweets from a
previous study. To find the best estimator combina-
tion, two types of models were compared and used as
the estimators, which were machine learning (e.g., Ran-
dom Forest, Decision Tree, Logistic Regression, Näıve
Bayes, k-Nearest Neighbor, and AdaBoost) and deep
learning models (e.g., CNN, Long Short-Term Mem-
ory, Bidirectional LSTM, Gated Recurrent Unit, and
Bidirectional-GRU). The dataset was also augmented
using the EDA method to balance the class count.
Both original and EDA datasets were compared and
used on both deep learning and machine learning types.

Some conclusions can be drawn from this study:

a) For the machine learning models, the soft voting
model with the same top five machine learning
models as its estimator beat the performance score
of other machine learning models on both the orig-
inal and augmented dataset. The estimator com-
bination was Random Forest, Decision Tree, Lo-
gistic Regression, Näıve Bayes, and AdaBoost.

b) The soft voting classifier with the exact estimators
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in deep learning also exceeded other deep learning
models on the original dan EDA dataset. The es-
timators were CNN, Bi-LSTM, and Bi-GRU.

c) The F1 and recall scores for both deep learning
and machine learning from using the EDA dataset
were generally higher than when using the original
dataset.

Overall, the soft voting proposed in this study shows
higher results in both machine learning and deep learn-
ing segments. Soft voting with deep learning estima-
tors scored higher F1 scores than the ones with ma-
chine learning estimators. Further work can be done
by experimenting with more combinations of machine
learning and deep learning as its estimators. Further-
more, the soft voting classifier can also be applied to
classify other types of data.
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