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Abstract
The new Coronavirus or simply Covid-19 causes an acute deadly disease. It has
spread rapidly across the world, which has caused serious consequences for health
professionals and researchers. This is due to many reasons including the lack of
vaccine, shortage of testing kits and resources. Therefore, the main purpose of
this study is to present an inexpensive alternative diagnostic tool for the detection
of Covid-19 infection by using chest radiographs and Deep Convolutional Neu-
ral Network (DCNN) technique. In this paper, we have proposed a reliable and
economical solution to detect COVID-19. This will be achieved by using X-rays
of patients and an Incremental-DCNN (I-DCNN) based on ResNet-101 architec-
ture. The datasets used in this study were collected from publicly available chest
radiographs on medical repositories. The proposed I-DCNN method will help in
diagnosing the positive Covid-19 patient by utilising three chest X-ray imagery
groups, these will be: Covid-19, viral pneumonia, and healthy cases. Furthermore,
the main contribution of this paper resides on the use of incremental learning in
order to accommodate the detection system. This has high computational energy
requirements, time consuming challenges, while working with large-scale and reg-
ularly evolving images. The incremental learning process will allow the recognition
system to learn new datasets, while keeping the convolutional layers learned pre-
viously. The overall Covid-19 detection rate obtained using the proposed I-DCNN
was of 98.70% which undeniably can contribute effectively to the detection of
COVID-19 infection.
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1 Introduction

The new waves of Covid-19 and its mutating variant
has had crippling global consequences, impacting all
aspects of life across the globe. This has caused ex-
treme concerns to the health community. Even though
the vaccinations have been found, scientists are un-
clear of the long term implications. Recently, machine
learning has been widely used for the acceleration of
biomedical research by building up a decision-support
tool, such as an image detection system. Several stud-
ies have been conducted based on the deep learning
methods for detection of disease using a chest X-ray
image datasets [18]. The present paper investigates
the efficiency and the robustness of the deep learning
approach to detect the Covid-19 on chest radiographs.
This was achieved by incremental learning process and
DCCN in order to detect the positive Covid-19 pa-
tients from amongst healthy normal cases and pneu-
monia patients. We proposed an efficient training ap-
proach by incrementally growing DCNN to learn new

chest X-ray images, while sharing the initial part of the
base network. Hence, an updated network is formed
which included a new set of images in the learning
process, while using previously learned convolutional
layers. It is important to clarify that the incremen-
tal learning model is not a replacement for the batch
learning model, which uses all datasets for all classes
that are available from the beginning of the training
process. On the contrary, in the incremental learning
model, new images samples or new classes are already
available even after the training of the base network
is started. In the Covid-19 context, the incremental
learning will provide a perfect solution to the prob-
lem of continuously adding new chest X-ray images. It
will update the network without the need to access the
training data for previously learned tasks.

In order to detect the cases with Covid-19, in this
study we used radiographs of COVID-19 patients,
pneumonia patients and of healthy volunteers. The in-
cremental learning was used to update the network and
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including new samples without forgetting old tasks.
In this work, the main focus of DCNN was to clas-
sify the X-ray images into COVID-19, normal or pneu-
monia. We compared two of the most powerful and
commonly used deep convolutional networks, which are
VGG (VGG16) and ResNet (ResNet101, ResNet50).
The remainder of this study is structured as follows:

In Section 2, we presented previous studies conducted
for the Covid-19 detection from X-ray image samples,
using the deep learning approaches. The proposed
Incremental-DCNN (I-DCNN) method is detailed in
section 3, where we also give an overview of the struc-
ture of datasets. Experimental analysis and the dis-
cussion are mentioned in section 4. The conclusion is
presented in section 5.

2 Related Work

Recently, the deep learning approaches has been widely
used to expedite Covid-19 detection and to improve
accuracy in biomedical research [19]. Deep learning
demonstrated a robust performance in many applica-
tions such as, medical image detection [2], data classifi-
cation, image segmentation and speech recognition [8],
etc. Chest radiographs are used to diagnose patients
with Covid-19 infections, as the virus primarily affects
the lungs. As a result, there are several deep learning
methods that have investigated the detection of covid
19 infection using publicly available chest radiographs
datasets [7].

Panwar et al. [20] established an application for
disease detection using deep learning neural network-
based method nCOVnet. The proposed method
achieved 97.62% positive patients in 5 seconds. In an-
other study, Zulfaezal et al. [11] used a deep learning
model based on the ResNet-101 convolutional neural
network architecture to investigate the Covid-19
positive cases from chest X-ray images. The accuracy
of the proposed system was 71.9%, respectively. An
automatic COVID-19 detection system was presented
in [6] by Alqudah et al. The authors applied a different
method in their study which included Support Vector
Machine (SVM), random forest, K-Nearest Neighbor
(KNN) with the CNN using soft-max. They achieved
an accuracy rate of 98%. The proposed method to
detect the virus by Jain et al. [17] has shown a
high detection accuracy of 97.77%. Their method
consisted of using the deep residual learning networks
to differentiate the COVID-19 from viral pneumonia
X-ray images. On the other hand, Togaçar et al. [25]
presented a system of covid-19 detection based on
deep learning models (MobileNetV2, SqueezeNet) and
the Social Mimic optimization method. This proposed
method obtained a detection rate of 99.27%.
The overall classification of Covid-19 rate obtained
in the study [9] proposed by Apostolopoulos et al.
was of 96.78%. They demonstrated that the accuracy
of VGG19 and the MobileNet v2 architectures out-
performs the CNNs for the diagnosis of the Covid-19
from X-ray images. Singh et al. [23] carried out

a study to detect positive COVID-19 patients from
chest images by tuning the initial parameters of CNN
using multi-objective differential evolution based on
convolutional neural networks. The proposed method
outperforms several COVID-19 classification models
by 1.9789%. Sakshi Ahuja et al. [5] proposed a model
to diagnosis the positive Covid-19 patients by using
deep transfer learning from CT scan images segmented
to three-level using stationary wavelet. The classifica-
tion rate obtained by the authors using the ResNet18
architecture was 99.4%. The authors in [4] investigates
the behavior of automatically detect the Covid-19 by
using X-ray images. They used a High-Resolution
Network (HRNet) for feature extraction embedding
with the UNet for segmentation purposes. Moreover,
several deep learning architectures were evaluated.
The accuracy achieved by the proposed approach
was 99.26%. In this paper[3], the authors proposed
to investigate the approach of a deep convolutional
neural network-based architecture for the COVID-19
detection using X-ray images. The proposed detection
system achieved 95.20% in accuracy. In the work of
Das and al[13]. the convolutional neural network is
applied to automatically detect the Covid-19 from
X-ray images. The main idea of the contribution
was to combine the models using a new method of
weighted average ensembling technique, to detect if
the patient was Covid-19 positive. A classification
accuracy of 91.62% was achieved with this proposed
approach.

3 Proposed Method

3.1 Incremental Learning vs Batch Learning

Presently, COVID-19 is spreading widely across the
world and presenting different challenges even with
the presence of any various vaccines. Scientists con-
tinue to deal with large, regularly evolving and complex
datasets for Covid-19 detection within a small amount
of time. This many variables create challenges and
pressure on existing traditional learning methods which
restarted from scratch when new datasets and classes
are available. The proposed method in this study in-
vestigates the impact of an incremental training when
new datasets of X-ray images are available. Hence, the
network will be adapted to the new datasets, rather
than train the entire process from the very beginning.

The idea is to develop a training method that divides
the original network N into T sub-networks Nk where
T = 1. . . , n which are then gradually incorporated in
the running network during the training stage. It must
be pointed out, that a sub-network can be consisted of
one or several layers.
Fig. 1 below, illustrates the proposed incremental
learning process, that starts with the sub-network T1.
It is included to the classifier partition of datasets. This
process is repeated until all the T sub-networks are
inserted in the actual architecture by initializing the
weights of each sub-network.
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Figure 1: The incremental learning process.

As shown in Fig. 1, the three classes considered
in this study are: Covid-19, viral pneumonia and
healthy cases noted as Ci = 1, 2, 3. The dataset
given to train the detection system is represented as
Di = d1, d2, . . . ..dk where each subset di included the
training X-ray images. In our proposed incremental
model, the training process is accomplished in T steps
and each time the network is adjusted.

3.2 I-DCNN

The detection system proposed in this work uses the
DCNN based on Resnet-101 architecture. Residual
Network or shortly ResNet is a specific type of neural
network that was developed by He et al. [15]. ResNets
are constructed from residual blocks as shown in Fig.
2:

Figure 2: Residual learning: Building block.

Let’s consider that x is representing the inputs of the
first layers and H(x) is an underlying mapping that
will be explicitly fitted by few stacked layers using the
residual function:

H(x) = F (x) + x (1)

Furthermore, the operation F + x can be executed
by feed-forward neural networks with shortcut connec-
tions [10], [15]. This shortcut connections is defined
by:

y = F (x,Wi) + x (2)

where the dimension of the input x and the out-
put F (x) must be equal. y is the output function.
The function F (x,Wi) denotes the residual block and
can represent, also, several convolutional layers. The

DCNN architecture based on Resnet-101 network in-
troduced, in this paper, is inspired by the architecture
proposed by He et al. [15] and involves, five major
parts, i.e., conv1, conv2, conv3, conv4 and conv5 (See
Fig. 3).

Figure 3: The architecture of ResNet-101.

The Fig. 4 summarizes the sizes of outputs at every
layer and the dimension of the convolutional kernels at
every stage in the architecture.

Based on this baseline network, the first step on
RestNet is a block named conv1 which involves 3 oper-
ations which are: (1) convolution using a kernel size of
7 and feature map size of 64, (2) batch normalization
and (3x3) max pooling with stride 2 operation [24].
The max pooling is achieved by applying a max filter
and aims to reduce the dimensions of a feature map by
eliminating non-maximal components. From all the ac-
tivations in a rectangular region, the maximum value
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Figure 4: Size of outputs and convolutional kernels for
ResNet-101.

will be selected. The formula for max-pooling is as
follow:

fmax(x) = maxi(xi) (3)

At the end of ResNet 101, an average pooling and
a Softmax classifier close the network. The average
pooling is calculated as follow:

favg(x) =
1

N

N∑
i=1

xi (4)

Where x is a vector that contains the activation values
from a rectangular region. The softmax function is
used to normalize the output class probability and its
expressed as follows:

fj(z) =
expzj∑
n exp

z
n

(5)

Where f(z) is the softmax , zj is the score of the correct
class and zn are the score values of each n class.

The Fig. 5 presents a comparison in term of the
cost of computational complexity between several deep
learning architectures such as: AlexNet, GoogleLeNet,
VGG-16, VGG-19, ResNet-34, ResNet-50 and ResNet-
101.

Figure 5: Comparing computational complexity of sev-
eral networks: AlexNet, GoogleLeNet, VGG-16, VGG-
19, ResNet-34, ResNet-50 and ResNet-101.

As shown in Fig. 5, the network ResNet-101 pro-
vides the best performance in term of computational
complexity followed by ResNet-50, while AlexNet net-
work performs poorly compared to all tested networks.

3.3 Datasets

The chest X-ray images used in this study consisted
of the available samples on public medical repositories
including mainly three classes; Covid-19, viral pneumo-
nia and healthy cases. All datasets used were converted
to JPG format and enabled accessibility from several
research publications on Covid-19. We combined sub-
set extracted from the GitHub website [12] and from
ChexPert datasets [16] that consisted of 224,316 chest
radiographs of 65,240 patients labeled with the help of
board-certified radiologists. The first confirmed Covid-
19 subset extracted from [12] consisted of 165 images.
The second Covid-19 datasets are accessible on the
Kaggle website with 219 X-ray images [21]. The third
subset were extracted from the study of El-Shafai et
al. [14] which consisted of 4044 COVID images, how-
ever, only 1000 X-ray images were used. The total
number of datasets extracted in this paper wad 1384
for Covid-19, 1345 for viral pneumonia and 1340 for
healthy cases. Table 1 summarizes the distribution of
datasets presented in this study.

Table 1: Datasets distribution.

Dataset patients Size
Covid-19 1384 non-standard size

Viral Pneumonia 1345 non-standard size
Healthy Cases 1340 non-standard size

The result of combined datasets had around 4069
chest X-ray images. The study used 2439 samples for
the training stage and 1630 were used as testing sam-
ples. The detection system consisted of the incremental
learning phase and the testing phase. In the training
phase, 60% of total radiographs will be used while the
testing phase 40% from the original datasets will be
used. Samples of datasets used in this study are shown
in 6:

Figure 6: Samples of datasets: (A) healthy cases, (B)
viral pneumonia cases and (C) Covid-19 cases.
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Regarding image size, the datasets used have no
standard size (the dimensions of the largest image are
512 height*512 width while the smallest image in the
radiographs are 120*154). In the pre-processing stage
of the detection system, the chest radiographs were re-
sized to dimension 512*512 width and normalized in
order to increase the detection accuracy. The age range
of patients were between 36 and 58 for healthy volun-
teers dataset, 32 and 65 for the COVID-19 radiographs,
25 and 52 for the viral pneumonia dataset.

An incremental-DCNN was used to train three
most known convolutional neural networks, including
ResNet101, ResNet50, VGG16 to detect COVID-19
virus from the chest X-ray images.

4 Experimental Results

Our experimental results on healthy, viral pneumonia,
and Covid-19 X-ray images showed that the proposed I-
DCNN using ResNet101 architecture outperformed the
Batch learning-DCNN. This was evident when it dealt
with large datasets and ,also, several well-established
network architectures. The proposed method in this
study lead to stable and robust identification of Covid-
19 cases based on the X-ray images. We evaluated the
Incremental-DCNN based on ResNet101 accuracy and
compare it with the standard DCNN with different ar-
chitectures. We also compared the performance of our
proposed Incremental-DCNN versus different methods
in the literature that detects positive Covid-19 patients
based on chest images.

The detection results of Normal cases, viral pneu-
monia and Covid-19 are shown in table 2 using
Incremental learning process and DCNN.

The obtained results in this study to detect Covid-19
are encouraging and promising.

Fig. 7 presents the confusion matrix for I-DCNN
approach based on ResNet-101 architecture for three-
class problems X-ray images (Healthy, Covid-19 and
Viral Pneumonia).

Figure 7: Confusion matrix for classification of healthy,
Covid-19 and Viral Pneumonia using Incremental-
DCNN.

As shown in Fig. 7, only two Covid-19 X-ray im-
ages were misclassified to viral pneumonia out of 554
(false negative) and four images out of 538 from vi-
ral pneumonia were misclassified Covid-19 (false pos-
itive). Furthermore, only two Covid-19 X-ray image

were wrongly detected as healthy cases images and only
one of healthy X-ray images out of 536 were detected
as COVID-19 image. Based on this confusion ma-
trix, we may conclude that the proposed Incremental-
Deep learning approach is extremely robust in detect-
ing Covid-19 X-ray images from viral pneumonia X-
ray images especially that the X-ray images used in
this study are incrementally trained when they become
available. On the other hand, five pneumonia X-ray
images were wrongly identified as COVID-19 while 15
X-ray images were misclassified to healthy cases. It
is observed that the proposed approach is more con-
fused in distinguishing images from healthy cases class
and viral pneumonia class while still performing a ro-
bust classification of Covid-19 images. For a medical
decision-support tools, it is crucial to not detect any
Covid-19 cases as healthy cases (false negative) or vice
versa (false positive). In the proposed I-DCNN model,
the deep layer of images holds the features to distin-
guish between Covid-19, healthy and viral X-ray im-
ages. The reason why this approach failed to correctly
detect the Covid-19 images lies in the fact that, in the
deep layer, some features of the available images from
Covid-19 group are like healthy cases images. Hence,
those confusing cases have to be confirmed using an-
other detection tool. This similarity can be explained
by the little symptoms of Covid-19 (or simply absence
of symptoms) in the X-ray images.

It can be summed up that the proposed approach
has the ability to detect most of the Covid-19 X-ray
images with a robust performance.

In this table 2, we investigated the impact of in-
cremental training on the robustness of our detection
system of Covid-19. We noticed that the incremental
DCNN based on ResNet101 outperforms the detection
systems based on ResNet 50 and VGG16 with an ERR
by 02.30%, 08.41%, 09.24% respectively.

Table presents the overall Covid-19 detection
rate and the precision archived by the proposed
Incremental-DCNN based on different architectures
such as VGG16, ResNet50 and ResNET101. The
performance of our detection system is evaluated using
the most common statistical measures like accuracy
and precision.

The experimental results shown in table3 demon-
strates the effectiveness of ResNet101 and incremental
learning for the detection of cases infected by Covid-
19. The accuracy of the I-DCNN based on ResNet101
outperforms the detections systems based on VGG16
and RestNet 50 by 6% and 3.5% respectively.

Table 4 presents a comparison of the proposed
Incremental-DCNN method with other recent methods
from the state-of-art for the Covid-19 detection prob-
lem using X-ray chest images.
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Table 2: Comparison of EER(%), Efficiency ( DCF(%)), Sensitivity(%) and Specificity(%) for the differ-
ent Covid-19 detection systems using a incremental learning different architectures VGG16, ResNet50 and
ResNet101.

System Case EER DCF Sensitivity Specificity
Normal 08.74±02.17 89.63±02.10 87.05 89.66
viral pneumonia 09.08±01.39 85.77±01.87 88.01 86.41

VGG16 Covid-19 09.24±01.67 90.53±01.09 89.30 86.72
Normal 09.81±01.28 89.16±01.37 86.12 87.06
viral pneumonia 09.15±01.77 89.45±00.58 87.05 86.60

ResNet50 Covid-19 08.41±01.72 90.19±00.84 87.07 88.14
Normal 04.14±00.92 94.37±01.52 94.32 94.67
viral pneumonia 05.17±01.68 91.27±01.16 90.22 91.29

ResNet101 Covid-19 02.30±01.57 94.48±01.37 96.25 94.85

Table 3: Comparison of overall Accuracy(%) and Precision(%) for the different Covid-19 detection systems
using an Incremental learning and different architectures ( VGG16, ResNet50, ResNet101).

System Case accuracy (%) Precision

Normal 93.50 91.70
I-DCNN viral pneumonia 92.85 90.66
VGG16 Covid-19 92.78 92.40

Normal 96.30 97.20
I-DCNN viral pneumonia 94.71 96.10
ResNet50 Covid-19 95.33 94.90

Normal 99.80 97.89
I-DCNN viral pneumonia 98.02 99.24
ResNet101 Covid-19 98.68 99.77

Table 4: Comparison of the performance of our pro-
posed Incremental DCNN and different methods in the
state-of-art.

System Accuracy(%)
[1] 93.10%
[22] 97.36%
[17] 97.77%
[20] 97.72%

Proposed method 98.68%

5 Conclusion

This paper illustrates a promising deep learning system
that is able to efficiently detect COVID-19 from chest
X-ray images. This is achieved by implementing an
incremental learning. The detection process is carried
out by DCNN to differentiate the Covid-19 cases from
pneumonia or healthy normal cases. Furthermore, we
investigated, in this study, the effectiveness of the in-
cremental learning and the RestNet101 architecture in
order to detect the Covid-19 patients. The 98.70% suc-
cess was achieved in the detection of COVID-19 cases,
which is considered as a great progress in biomedical
studies. This detection system can be utilized as an
alternative low cost diagnostic tool which provides ac-
curate and quick results. This study could be helpful
to the medical staff in order to effectively manage the
COVID-19 infected cases after getting its fast detec-
tion. In future studies, we could consider including the
new variants of Covid-19 and utilize the X-ray images
datasets of other organs affected by the Covid-19. We
aim to develop, also, a covid-19 detection system based
on new features in order to enhance the quality of the
images datasets and improve the detection rates.

6 Data Availability

The datasets generated during and/or anal-
ysed during the current study are available in
the GitHub (https://github.com/ieee8023/covid-
chestxray-dataset/tree/master/images) and Kaggle
(https://www.kaggle.com/tawsifurrahman/covid19-
radiography-database) repository.
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